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ABSTRACT

Recent developments in immersive audio technology have motivated a proliferation of binaural renderers used for
creating spatial audio content. Binaural renderers leverage psychoacoustic features of human hearing to reproduce
a 3D sound image over headphones. In this paper, a methodology for the comparative evaluation of different
binaural renderers is presented. The methodological approach is threefold: a subjective evaluation of 1) quantitative
characteristics (such as front/back and up/down discrimination and localization); 2) qualitative characteristics (such
as naturalness and spaciousness); and 3) overall preference. The main objective of the methodology is to help to
elucidate the most meaningful factors for the performance of binaural renderers and to provide insight on possible

improvements in the rendering process.

1 Introduction

This paper focuses on establishing a procedure for the
evaluation and characteristization of binaural technolo-
gies. Recent research in virtual reality (VR) and aug-
mented reality (AR) has resulted in a growth of binau-
ral technologies for rendering dynamic spatial audio.
These processes leverage psychoacoustic features of
human hearing to reproduce a 3D sound image over
headphones [1, 2, 3]. When paired with head-tracking
technologies, sound sources can be made to appear
in a constant location with respect to the user’s head
orientation, creating the auditory illusion that sources
are located in the same environment as the listener
[4, 5, 6, 7, 8]. This is mandated for VR and AR tech-
nologies in order to create a coherent audiovisual im-
age, thereby maintaining immersion and improving
user presence [9, 10, 11, 12]. There is a need to create
a standard procedure and set of metrics to use in the

subjective evaluation of binaural headphone technolo-
gies, known in this paper as binaural renderers.

A comprehensive subjective methodology has been de-
veloped to judge the performance of a binaural renderer.
The first phase of the test, known in this paper as the
quantitative assessment, is focused on the fundamental
evaluation of the 3D auditory image of the binaural
renderer: externalization, front/back and up/down con-
fusions, and localization. The second phase, known in
this paper as the qualitative assessment, is focused on
more general attributes of auditory image: naturalness,
spaciousness, clarity, timbral balance, and dialogue
intelligibility (movie stimuli only). The final phase
consists of a preference assessment, where the user
is able to rank the presented renderers from least pre-
ferred to most preferred. This ranking is later used
to study correlations between sound quality attributes
and listener preference. The terms guantitative and
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qualitative used to describe the first two phases of the
methodology serve only as identifiers. The attributes
tested in the quantitative assessment are still sound
quality attributes.

2 Background

Perceived sound quality has been shown to be com-
prised of distinct perceptual dimensions related to spe-
cific perceived sound properties [13]. Perceived sound
quality can be expressed in terms of its overall value or
as a function of its constituent perceptual characteris-
tics. These two types of auditory assessment are known
as global and parametric assessment respectively [14].
Letowski [14] presents a model for parametric assess-
ment known as MURAL (Multilevel Auditory Assess-
ment Language). In Letowski’s model, overall sound
quality is described as the multidimensional output of
a hierarchical function of more specific sound qualities.
Later authors cast doubt upon this particular partition of
the sound quality space. Spaciousness, one of the two
main subsets of sound quality for Letowski, has been
differentiated from a number of other spatial attributes,
such as spatial impression [15, 16]. Berg and Rumsey
[17] keep a similar hierarchical structure, but replace
timbre and spaciousness, the two main attribute classes
for Letowski, with the following three main attribute
classes: timbral, spatial, and technical.

Much work has been done attempting to define spatial
attributes. Berg and Rumsey [18] employ a repertory
grid technique (RGT) to elucidate these attributes. In
the RGT, subjects first identify bipolar spatial sound
attributes using their own vocabulary. Subjects then
rate a set of stimuli using their own bipolar constructs.
The cluster analysis of the constructs, presented in [19],
yielded a number of significant spatial attributes. These
spatial attributes, along with a set of other sound at-
tributes, were tested in a follow-up experiment for mul-
tichannel loudspeaker reproduced sounds [20]. In the
experiment, Berg and Rumsey broke up sound qual-
ity attributes tested into three classes: general, source,
and room. The general attributes tested were natural-
ness, presence, preference, and envelopment. Source
and room attributes included source width, localization,
source distance, room width, and room size. Analysis
revealed that subjects perceive the sound quality at-
tributes as orthogonal along the dimensions of general
and source and room. This breakup between general
sound attributes and more specific source attributes in-
forms the methodology proposed below. Other authors

have attempted to identify significant spatial sound
quality attributes using a number of techniques and
over a number of reproduction systems [21, 22, 23, 24].
The set of sound quality attributes varies between au-
thors. See [25] for a more comprehensive treatment
of the elucidation methods for and definition of spatial
sound quality attributes.

Binaural renderers seek to simulate the experience of
areal or virtual acoustic environment. An assessment
of sound quality reproduced by binaural renderers is
dependent on the above sound quality attributes. The
plausibility of the environment and the reproduction
of virtual stimuli is dependent on how well the various
constituent sound attributes, spatial, timbral, etc, can be
made to be imperceptible from natural stimuli [12]. A
number of quality features specific to binaural render-
ers have been identified and studied [26, 27, 28]. This
work specifically focused on two main sound quality
attributes: externalization and localization. Externaliza-
tion refers to the perceived location of an auditory event
either outside or within the head [29, 30, 31]. Various
factors are known to affect externalization, the most
significant of which are room divergence, which is an
incongruence between synthesized scene and listening
room, head tracking, and individualized head-related
transfer functions (HRTFs). Localization refers to the
perception of the correct direction of incidence of an
auditory event. A particular type of localization error
endemic in binaural renderers is that of reversal errors
(front-back and up-down), which occur along auditory
cones of confusion. Head tracking is known to reduce
the number of front-back confusions [2, 8, 26].

3 Methodology

3.1 Quantitative Assessment

The first two phases of the methodology propose a para-
metric assessment of perceived sound quality. It is not
feasible to test a comprehensive list of sound quality at-
tributes, as discussed above, when evaluating multiple
binaural renderers or even a single binaural renderer.
Listener fatigue and time constraints limit the proce-
dure to only a subset of sound quality attributes. This
first phase of the methodology assesses externalization,
front-back and up-down confusions, and localization.
These can also be thought of as source specific sound
qualities [20] as the stimuli presented are mono sources
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Fig. 1: Graphical representation of the discrete levels
of externalization tested.

virtualized and spatialized using a given binaural ren-
derer. Though the binaural renderers of interest all sup-
port head-tracking for dynamic spatial audio on their
native applications, the proposed methodology presents
static spatial audio. Though this will have effects on
measurements of externalization and reversal errors, it
simplifies the experimental design and rendering ex-
perimental stimuli. Incorporating head tracking would
also make it difficult to identify specific deficiencies at
various azimuths and elevation, which might point to
possible improvements in the rendering process.

In the externalization assessment, subjects are pre-
sented with a reference unprocessed stimulus, followed
by three spatialized versions of the stimulus at random
azimuths on the horizontal plane. The process is re-
peated for each renderer and each stimulus. Subjects
are asked to rate the average level of externalization
of the set of processed stimuli from one to four, where
one represents “inside-the-head”, and four is “far away
from the head, external in space.” An associated graph-
ical representation of these levels of externalization
accompanies the verbal descriptors and is pictured in
Fig 1. Given that externalization is dependent upon the
location of the sound source in space [26], a subset of
equally spaced positions is randomly drawn from to
determine the three spatialized stimuli to be presented.
This requires gathering more participants but avoids

Fig. 2: Subdivisions of the localization regions on the
horizontal plane.

any experimenter bias in selecting a subset of azimuth
positions that might provide higher externalization on
average. This returns an average value of externaliza-
tion for a particular stimuli and given binaural renderer.

In the front-back portion of the test, subjects are pre-
sented with a pair of spatialized stimuli located along
the same cone of confusion and asked to determine
whether the trajectory of the pair was front-to-back or
back-to-front. Similarly in the up-down portion of the
test, subjects are presented with a pair of spatialized
stimuli located at the same azimuth but with an eleva-
tion angle of either +30° or -30°. Subjects are asked
to determine if the trajectory was up-to-down or down-
to-up. Each trajectory was presented thrice in a row
before asking for a response. The third and final part
of the quantitative assessment consists of horizontal
localization. Subjects are presented with a single spa-
tialized stimuli in isolation and asked to determine the
region from which the rendered audio source appeared
to emanate. This graphic is pictured in Fig 2. Said
regions are not equally spaced in order to reflect the
resolution of human localization which is best suited
at discriminating azimuth angles in the front and back
regions, with resolution decreasing as the source moves
towards the sides of the head [2].
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3.2 Qualitative Assessment

The second phase of the methodology evaluated a set
of general sound quality attributes. Virtual surround
sound (VSS) stimuli were used. The attributes selected
were Naturalness, Clarity, Spaciousness, Timbral Bal-
ance, and Dialogue Intelligibility. The length of the test
once again limited the amount of general sound quality
attributes that could be tested. The descriptions of each
of the attributes is given:

o Naturalness: This attribute describes whether the
sound gives a realistic impression, as opposed to
artificial [32].

e Clarity: This attribute describes whether the
sound appears to be clear or muffled [24].

e Spaciousness: This attribute describes how much
the sound appears to surround you.

e Timbral Balance: This attribute describes how
balanced (or colored) the different tone ranges of
the sound appear to be.

e Dialogue Intelligibility (movie stimuli only):
This attribute describes the ease at which dialogue
can be understood.

Subjects were provided with a description of spacious-
ness closer to the typical definition of envelopment [32].
According to Rumsey, when subjects are surrounded by
a group of dry sources in surround sound reproduction,
envelopment is typically substituted into the listener’s
vocabulary [16]. Timbral balance was selected because
the signal processing needed to produce a 3D sound
image (ambisonics transformations, HRTF processing,
etc.) requires coloring the spectrum to simulate natural
interaural time and level differences [2]. Dialogue intel-
ligibility was chosen to provide an additional measure
for the movie stimuli that were tested.

Subjects were asked to discretely rate on a scale of 1
to 5 these attributes for surround sound clips rendered
binaurally. The clips were presented side-by-side in
lieu of a full-paired comparison test since there were a
number of binaural renderers to be evaluated. No refer-
ence stereo downmix was included as VSS systems do
not always perform as well as expected when compared
against stereo down-mixed content [33, 34].

3.3 Preference Assessment

The third phase of the methodology is the global assess-
ment of sound quality. In the preference assessment
the same VSS stimuli used in the second phase are also
used. Subjects are forced to select their least preferred
clip from amongst the set of processed stimuli as it has
often been found easier to ascertain one’s least favorite
clip [14]. The chosen clip is then removed and the
remaining clips are presented again. The selection pro-
cess continues until a complete ranking of the renderers
is determined for each stimulus.

4 Conclusions

Given the commercial availability of a number of bin-
aural renderers, there is a need and a desire to define a
set of sound quality attributes for standard evaluation
of these renderers. A background of sound quality as-
sessment is first provided in section 2, examining both
general sound quality attributes and those more relevant
for the evaluation of binaural renderers. The proposed
methodology motivated by this understanding is de-
tailed in section 3. The methodology has three phases:
quantitative, qualitative, and overall preference. The
quantitative phase looks to assess externalization, front-
back and up-down confusions, and general localization
accuracy. The qualitative phase assesses Naturalness,
Spaciousness, Clarity, Timbral Balance, and Dialogue
Intelligibility, as detailed in section 3.2. The overall
preference phase forces subjects to rank a set of stimuli
from worst to best and allows for correlation studies to
be performed in the subsequent data analysis. Testing
is currently underway and results of the methodology,
along with more specific details of an experiment, are
to be presented in a future publication.
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